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SUMMARY

Turbulent cavitating �ow computations need to address both cavitation and turbulence modelling issues.
A recently developed interfacial dynamics-based cavitation model (IDCM) incorporates the interfacial
transport into the computational modelling of cavitation dynamics. For time-dependent �ows, it is known
that the engineering turbulence closure such as the original k–� model often over-predicts the eddy
viscosity values reducing the unsteadiness. A recently proposed �lter-based modi�cation has shown that
it can e�ectively modulate the eddy viscosity, rendering better simulation capabilities for time-dependent
�ow computations in term of the unsteady characteristics. In the present study, the IDCM along with the
�lter-based k–� turbulence model is adopted to simulate 2-D cavitating �ows over the Clark-Y airfoil.
The chord Reynolds number is Re=7:0× 105. Two angles-of-attack of 5 and 8◦ associated with several
cavitation numbers covering di�erent �ow regimes are conducted. The simulation results are assessed
with the experimental data including lift, drag and velocity pro�les. The interplay between cavitation
and turbulence models reveals substantial di�erences in time-dependent �ow results even though the
time-averaged characteristics are similar. Copyright ? 2005 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Cavitation occurs in a wide variety of engineering systems: pumps, hydrofoils and underwater
bodies. Phenomenologically, cavitation often involves complex interactions of turbulence and
phase-change dynamics, large density variation between phases, fast and multiple time scales,
and pressure �uctuations. These physical mechanisms are not well understood due to the
complex, unsteady �ow structures associated with cavitation dynamics and turbulence. There
are signi�cant computational issues in regard to stability, e�ciency, and robustness of the
numerical algorithm for turbulent unsteady cavitating �ows.
Noticeable e�orts have been made in employing the Navier–Stokes equations for turbulent

cavitating �ow computations. A review of the representative cavitation models is presented
by Wang et al. [1]. Among the various modelling approaches, the transport equation-based
cavitation models (TEM) have received growing interests, and both steady and unsteady �ow
computations have been reported [2–11]. In the TEM, a transport equation for either mass or
volume fraction, with appropriate source terms to regulate the mass transfer between vapour
and liquid phases, is adopted. Taking the advantage of the homogeneous �ow theory, the
mixture concept is introduced, and a single set of mass and momentum equations along with
turbulence and cavitation models is solved in the whole �ow �eld. One apparent advantage
of this model comes from the convective character of the equation, which allows modelling
of the impact of inertial forces on cavities like elongation, detachment and drift of cav-
ity bubbles [1]. Di�erent modelling concepts embodying qualitatively similar source terms
with alternative numerical techniques have been proposed by various researchers [2–5, 9–11].
Numerically, Singhal et al. [2] and Senocak and Shyy [7–11] have utilized pressure-based
algorithms, while Merkle et al. [3] and Kunz et al. [4] have employed the arti�cial compress-
ibility method. Senocak and Shyy [8, 10] and Wu et al. [12] have assessed the merits of alter-
native transport equation-based modelling approaches based on a newly developed interfacial
dynamics-based-cavitation model (IDCM) accounting for cavitation dynamics. They have
shown that for steady-state computations, various cavitation models produce comparable pres-
sure distributions. In addition, Vaidyanathan et al. [13] have performed a sensitivity analysis
on a TEM to optimize the coe�cients of its source terms. Wu et al. [14] have extended the
application to 3-D simulations. Senocak and Shyy [9, 11] have used an empirical factor to
construct the interfacial velocity in time-dependent simulations of the IDCM. In spite of the
good agreement in pressure distributions between models, noticeable di�erences have been
observed in the predicted density �eld. This implies that the compressibility characteristics
embodied in each cavitation model are apparently di�erent. This aspect can be signi�cant in
the unsteady �ow computations because the speed of sound a�ects the cavity time-dependent
features [9, 11, 15].
Besides the cavitation modelling, the turbulence model can signi�cantly in�uence the

cavitating �ow structures. Serious implications of turbulence modelling on cavitating �ows
were recently revealed by researchers [12, 15–17]. They have reported that high eddy vis-
cosity of the original Launder–Spalding version of the k–� Reynolds-averaged Navier–Stokes
(RANS) model [18] can dampen the vortex shedding motion and excessively attenuate the
cavitation instabilities. Consequently, simulation of phenomena such as periodic cavity in-
ception and detachment requires improved modelling approaches. The large eddy simulation
(LES) approach, originally proposed by Smagorinsky [19] and re�ned by many researchers,
e.g. References [20–22], is an actively pursued route to simulate turbulent �ows. However, it
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is fundamentally di�cult to �nd a grid-independent LES solution unless one explicitly assigns
a �lter scale [21], making the state-of-the-art immature for cavitating �ow computations. On
the other hand, attempts have also been made to employ the information obtained from direct
numerical simulations (DNS) to supplement lower order models, e.g. Reference [23]. To our
knowledge, no e�orts have been reported to employ LES or DNS for turbulent cavitating
�ows of practical interest.
Recently, e�orts have been made to combine the �lter concept and the RANS model in

single-phase [24–29] and, recently and more preliminarily, cavitating �ow [12, 16, 30] com-
putations. For example, Johansen et al. [29] have formulated a �lter-based model (FBM) to
address some of the known de�ciencies of the RANS approaches. The new model imposes
an independent �lter scale, by considering the grid size employed, on the computation of the
eddy viscosity. By preventing excessive dissipation incurred in the original k–� model, the
imposed �lter allows capturing of �ow scales commensurate with the grid resolution while re-
lying on the turbulence closure for the irresolvable scales. This hybrid model has signi�cantly
improved the prediction of single-phase �ow over a square cylinder. For both single-phase
and cavitating �ows, the FBM results exhibits a signi�cant reduction in the eddy viscosity
and consequently creates more unsteady �ow characteristics [12, 16, 29]. Naturally, it will
be interesting to systematically investigate the performance of the FBM in cavitating �ow
computations.
Regarding the IDCM, in our previous e�orts [9, 11, 12, 16], the cavity interfacial velocity

was linked to the local �uid velocity in the time-dependent computations. Such an approach
lacks generality because the interfacial velocity is supposed to be a function of the phase
change process. Fundamentally, the interfacial velocity can be accurately estimated based
on the moving boundary computational techniques [31]. In the present study, a simpli�ed
approach is taken by accounting for the phase transformation process in each computational
cell. Combining the IDCM for cavitation and the FBM for RANS turbulence model, we have
made a systematic investigation of time-dependent turbulent cavitating �ow over a Clark-Y
hydrofoil, based on the experimental observation [1].
In the present e�orts, we investigate the interplay between turbulence and cavitation models.

Speci�cally, the IDCM is combined with either the original Launder–Spalding or �lter-based
k–� model in time-dependent computations for 2-D cavitating �ow over the Clark-Y hydro-
foil for the Reynolds number of Re=7:0× 105, at two angles-of-attack (AoA) of 5 and 8◦.
At AoA=8◦, the cavitation number ranges from 2.50 to 0.80. At AoA=5◦, the cavitation
number is ranging from 2.02 to 0.55. These parameters cover no-cavitating, inception, sheet
and cloud cavitating �ow regimes. The assessment of the cavitation and turbulence mod-
els is evaluated by comparing the numerical results with the experimental information. In the
following, we �rst summarize the essential elements of the governing equations, the modelling
concepts, and the numerical techniques, then present the results from both computational and
experimental e�orts.

2. THEORETICAL FORMULATION

2.1. Favre-averaged continuity and momentum equations

The set of governing equations comprises the conservative form of the density-averaged
Navier–Stokes equations, coupling with cavitation model and the k–� two-equation turbulence
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closure. The continuity, momentum equations in the Cartesian co-ordinates are given below:
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where �m is the mixture density, u is the velocity, p is the pressure, � and �t are the laminar
and turbulent viscosity, and subscripts i; j; k are the axes directions, respectively.

2.2. Interfacial dynamics-based cavitation model

Based on the homogeneous equilibrium �ow theory, without accounting for the thermal energy
and nonequilibrium-phase change e�ects, a volume fraction transport equation to account for
the cavitation dynamics is present as

@�L
@t
+∇ · (�Lu) = ṁ+ + ṁ− (3)

�m = �L�L + �V(1− �L) (4)

where �L is the liquid volume fraction, ṁ
+ and ṁ− are source terms for condensation and

evaporation. �L and �V are the liquid and vapour density.
The source terms ṁ+ and ṁ− in the IDCM, originally proposed by Senocak and

Shyy [8–11], are derived by considering the mass and normal momentum conservation at the
liquid–vapour interface, neglecting the surface tension and buoyancy e�ects for the
typical situation of large Weber and Froude numbers. They are given as follows:

ṁ− =
�L�L Min(0; p− pV)

�V(VV; n − VI; n)2(�L − �V)t∞

ṁ+ =
(1− �L)Max(0; p− pV)
(VV; n − VI; n)2(�L − �V)t∞

(5)

with the vapour-phase normal velocity VV; n and interfacial velocity VI; n, t∞= c=U∞ is the time
scale, c is the hydrofoil chord and U∞ is the inlet velocity. Generally, the normal velocity
of the interface, VI; n is not equal to that of the liquid-phase velocity VL; n. Under the steady
state, VI; n is equal to zero. In the case of p=pv, ṁ

+ =0 and ṁ−=0.
In the current study, we estimate the interfacial velocity via an approximate procedure. By

integrating Equation (5) through the control volume, we have ṁ+ ·�V and ṁ− ·�V . The net
interface velocity (the interface velocity relative to the local �ow �eld) becomes

V netI; n A=�ṁ

V netI; n =
�ṁ
A
=
abs(ṁ+�V )− abs(ṁ−�V )

A

(6)

where A is the interface area between vapour and liquid phases.
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Figure 1. Interface vector sketch in a CV.

Practically, the control volume face area, AreaCV, is projected to the interface normal
direction, which can be obtained by taking the gradient of the volume fraction, denoted as S,
as shown in Figure 1 for the 2-D situation:

n=
∇�L
|∇�L| = nx i+ nyj

S =
AreaCV

|nx=
√
n2x + n2y|

(7)

Substituting S into Equation (6) leads to:

V netI; n =
�ṁ
S
=
abs(ṁ+�V )− abs(ṁ−�V )

S
(8)

The interface velocity includes two parts: �ow �eld local velocity V LocalI; n =VV; n and net
velocity V netI; n . Then we can have the following derivation:

(Vv; n − VI; n)2 = [Vv; n − (V netI; n + V
Local
I; n )]2 = (V netI; n )

2 (9)

Finally, the source terms assume the format shown below:

ṁ− =
�L�L Min(0; p− pV)
�V(V netI; n )2(�L − �V)t∞

ṁ+ =
(1− �L)Max(0; p− pV)
(V netI; n )2(�L − �V)t∞

(10)

2.3. Turbulence model

2.3.1. The Launder and Spalding k–� turbulence model (LSM). The k–� turbulence model
originally presented by Launder and Spalding [18] is as follows:
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@(�m�)
@t

+
@(�muj�)
@xj

= C�1
�
k
Pt − C�2�m �

2

k
+
@
@xj

[(
�+

�t
��

)
@�
@xj

]
(12)

where k and � are turbulent kinetic energy and dissipation rate, respectively.
The turbulent energy production, the Reynolds stress tensor terms, and the Boussinesq

sub-�lter viscosity are de�ned as follows:
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The parameters adopted in this model are C�1 = 1:44, C�2 = 1:92 , ��=1:3, �k =1:0. The
turbulent viscosity is de�ned as

�t =
�mC�k2

�
; C�=0:09 (14)

2.3.2. An FBM for turbulence closure. In Johansen et al.’s [29] approach, the original k–�
equations are still employed; however, the turbulent viscosity is computed with a �ltering
procedure:

�t =
�mC�k2

�
F; C�=0:09 (15)

where F is the �lter function de�ned in terms of the ratio of �lter size (�) and the turbulent
length scale:

F =Min
[
1; c3

��
k3=2

]
(16)

As pointed out by Johansen et al. [29], the proposed �lter, as in Equation (16), will recover
the Launder and Spalding k–� model for a very coarse �lter size, i.e. when we practically
stop �ltering. Furthermore, next to the solid wall, the chosen �lter returns F =1 and the wall
function is adopted.

3. NUMERICAL METHODS

The present Navier–Stokes solver employs pressure-based algorithms and the �nite volume
approach [32–34]. The governing equations are solved on a multi-block structured curvilinear
grid system. Because the properties sharply change across the liquid–vapour boundaries, the
computational algorithms of single-phase, low Mach number �ow often meet serious conver-
gence and stability problems for cavitating �ows. To facilitate time-dependent computations,
an extended PISO algorithm [34] is coupled with the pressure-based method for cavitating
�ow through predictor-correction steps. The pressure-based methods for steady computations
of turbulent cavitating �ows are described in Reference [7], which employed an upwind-
biased �ux computation procedure. To improve the numerical performance in time-dependent
computations, a di�erencing procedure approximating the de�nition of speed of sound is em-
ployed [9, 11].
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Figure 2. Geometry sketch and grid blocks: (a) geometry con�guration and boundary conditions, c is
the hydrofoil chord; and (b) grid blocks and coarse grid numbers.

For the computational set-up, as shown in Figure 2(a), the computational domain and
boundary conditions are given according to the experimental set-up. The Clark-Y hydrofoil is
located at the water tunnel centre. The two AoA considered are 5 and 8◦. The hydrofoil chord
is c and the hydrofoil leading edge is 3c away from the inlet. The two important parameters
are Reynolds number, and cavitation number based on the inlet pressure P∞ and the vapour
pressure Pv with inlet velocity U∞:

Re=
U∞c
�
=7× 105 (17)

�=
P∞ − Pv
�U 2∞=2

(18)

The �lter size in the present study is chosen to be larger than the largest grid scale employed
in the computation, namely, �¿ max(

√
�x ·�y) and is set to be �=0:08c.

Computations have been done for two AoA and several cavitation numbers. Speci�cally,
for AoA=5◦ under four �ow regimes: no-cavitation (�=2:02), inception (�=1:12), sheet
cavitation (�=0:92), and cloud cavitation (�=0:55), and AoA=8◦ under three cavitation
numbers: no-cavitation (�=2:50), sheet cavitation (�=1:40), cloud cavitation (�=0:80). All
cases above are at the same Reynolds number Re=7× 105.
As mentioned, two di�erent turbulence models, LSM and FBM, have been employed to

help probing the characteristics of cavitation and turbulence modelling interactions. The outlet
pressure is �xed and adjustment of the vapour pressure is needed to be consistent with the
prescribed cavitation number in each case.

4. RESULTS AND DISCUSSION

4.1. Grid sensitivity analysis

To investigate the grid dependency, two grids are adopted in the computation: coarse grid
and �ne grid. The grid blocks and numbers of the coarse grid are given in Figure 2(b).
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(a)

(b)

 (i)

 (ii)

 (i)

 (ii)

Figure 3. Time-averaged velocity comparisons between coarse and �ne grids, LSM,
AoA=5◦. Experimental data are from Reference [1]: (a) no-cavitation, � = 2:02. (i) u velocity,

(ii) v velocity; and (b) cloud cavitation, � = 0:55. (i) u velocity, (ii) v velocity.
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The �ne grid has 60% more number of nodes than that of the coarse grid on the vertical
direction while maintaining the same distribution on the horizontal direction. Two di�erent
cavitation numbers, �=2:02 and 0.55, both at AoA=5◦ have been investigated. Overall, the
solutions on both grids are in good agreement. The time-averaged u and v velocity pro�les
with �=2:02 and 0.55 using the LSM are shown in Figure 3. The results based on the FBM
are of similar nature and will not be repeated.
Hereafter, to reduce the cost of time-dependent computations, we use the coarse grid in the

computations.

4.2. Visualization of cavity and �ow �eld

First, we focus on the LSM results to analyse the performance of the IDCM. Figures 4 and
5 show the time-averaged �ow structure and cavity shape under varied cavitation numbers.
With no cavitation, the �ow �eld is attached without separation for both AoA=5 and 8◦,
see Figures 4(a, left) and 5(a, left). This is consistent with the experimental observation.
With cavitation, the density changes by a factor of 1000 between liquid and vapour phase.
Consequently, there is a drastic reduction in the amount of mass inside the cavity, and a
contraction of the �uid �ow behind the cavity. With the reduction of the cavitation number,
the cavitating cavity and recirculation zone become bigger. At cloud cavitation, the cavity ex-
periences shedding, causing multiple recirculating �ows, see Figures 4(d, left) and 5(c, left).
Compared to the experimental data, as shown in Tables I and II, for both AoA, the predicted
cavity sizes demonstrate qualitatively consistent rending, albeit generally over-predicted. For
incipient cavitation, the experiment observed the recurring formation of hair-pin type of cav-
itating vortex structures, which are not attached to the solid surface [1]. This type of �ow
structure is not captured in the computation. The time-averaged �ow structures associated
with sheet and cloud cavitation, on the other hand, seem to be reasonably captured compu-
tationally. Furthermore, the time-averaged outcome of employing both LSM and FBM seems
compatible.
The temporal evolution of the computed and experimentally observed �ow structures with

cloud cavitation, under two AoA, are shown in Figures 6 and 7. Figure 6(a, left) shows the
sequence of �ow structures predicted by LSM at AoA=5◦. The corresponding �ow predicted
by the FBM is shown on the right column. The experimental visual image is shown in Fig-
ure 6(b). The �ow structures at AoA=8◦ are shown in Figure 7. Both computations and
experiment indicate that as the AoA increases, the cavity exhibits more pronounced recur-
rence of the size variation. The FBM predicts stronger time-dependency than the LSM. We
will further investigate this aspect in the following discussion. To help elucidate the main
features of the cavity dynamics from both numerical and experimental studies, we show in
Figure 8 three stages of the cavity sizes, for cloud cavitation �=0:55 at AoA=8◦. The
�gure demonstrates that the numerical simulation is capable of capturing the initiation of the
cavity, growth toward trailing edge, and subsequent shedding, in accordance with the quali-
tative features observed experimentally.

4.3. Velocity pro�les and lift=drag coe�cients

The mean horizontal (u) and vertical (v) velocities of the �ow �eld are illustrated in
Figures 9 (AoA=5◦) and 10 (AoA=8◦). The time-averaged velocity pro�les are documented
at six chordwise locations, 0, 20, 40, 60, 80, and 100% of the leading edge, under di�erent
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Figure 4. Time-averaged volume fraction contours and streamlines, AoA=5◦: (a) no-cavitation,
�=2:02: LSM (left) and FBM (right); (b) incipient cavitation, �=1:12: LSM (left) and FBM
(right); (c) sheet cavitation, �=0:92: LSM (left) and FBM (right); and (d) cloud cavitation,

�=0:55: LSM (left) and FBM (right).

cavitation numbers. With no cavitation, the numerical results agree well with the experiment,
and the results of the two turbulence models are virtually identical, as shown in Figures 9(a)
and 10(a). With the cavitation number decreasing, the di�erences between prediction and mea-
surement become more substantial, especially at the cavity closure region. Overall, considering
the di�culties in experimental measurement [1] the agreement is reasonable.
Figure 11 shows the time-averaged lift and drag coe�cients collected from experiment and

computations. The computational models estimate that as cavitation appears the lift decreases.
However, experimentally, such a drop does not take place until the sheet cavitation regime.
For sheet and cloud cavitation, both computations and experiment show consistent trends,
namely, marked reduction in lift as the cavitation becomes more pronounced. From the time-
averaged �ow structures shown earlier, one clearly sees that the cavity changes the e�ective
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TIME-DEPENDENT TURBULENT CAVITATING FLOWS 749

Figure 5. Time-averaged volume fraction contours and streamlines, AoA=8◦: (a) no-cavitation,
�=2:50: LSM (left) and FBM (right); (b) sheet cavitation, �=1:40: LSM (left) and FBM (right);

and (c) cloud cavitation, �=0:80: LSM (left) and FBM (right).

Table I. Time-averaged cavity leading and trailing positions
(�L =0:95 as cavity boundary), AoA=5◦.

Inception, �=1:12 Sheet cavitation, �=0:92 Cloud cavitation, �=0:55

Position LSM FBM Exp. LSM FBM Exp. LSM FBM Exp.

Leading 0.13 0.13 — 0.13 0.13 0.23 0.16 0.17 0.22
Trailing 0.62 0.57 — 0.64 0.64 0.68 1.01 1.04 0.90

Table II. Time-averaged cavity leading and trailing positions
(�L =0:95 as cavity boundary), AoA=8◦.

Sheet cavitation, �=1:40 Cloud cavitation, �=0:80

Position LSM FBM Exp. LSM FBM Exp.

Leading 0.094 0.098 0.15 0.12 0.13 0.15
Trailing 0.53 0.52 0.56 1.07 1.10 0.84
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Figure 6. Time evolutions of cloud cavitation, �=0:55, AoA=5◦: (a) numerical
results of two turbulent models: LSM (left) and FBM (right); and (b) side views of

the experimental visual from Reference [1].
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Figure 7. Time evolutions of cloud cavitation, �=0:80, AoA=8◦: (a) numerical
results of two turbulence models: LSM (left) and FBM (right); and (b) side views of

the experiment visual from Reference [1].
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Figure 7. Continued.

shape of the hydrofoil, causing �ow to separate. Hence, the reduction in lift is expected.
Regarding the drag coe�cient, there is a marked increase from sheet to cloud cavitation,
which is re�ected by the computational models. Overall, the lift coe�cient is under-predicted
and drag coe�cient is over-predicted by both turbulence models, but the trends are reasonably
captured in the sheet and cloud cavitation regimes.

Copyright ? 2005 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2005; 49:739–761



TIME-DEPENDENT TURBULENT CAVITATING FLOWS 753

Figure 8. Cavity stage comparisons, �=0:80, AoA=8◦. Experiment visuals are from Reference [1]:
(a) early stage: cavity formation, FBM (left) and experiment (right); (b) second stage: cavity growth
toward trailing edge, FBM (left) and experiment (right); and (c) third stage: cavity break-up and

shedding, FBM (left) and experiment (right).

4.4. Assessment of IDCM parameters

To better understand the IDCM performance, we examine the condensation ṁ+ and evapora-
tion ṁ− source terms. A TEM cavitation model heuristically developed by Merkle et al. [3]
and extensively applied by Ahuja et al. [5] show identical model equations with the source
terms given as

ṁ− =
Cdest�L�L Min(0; p− pV)

�V(�LU 2∞=2)t∞

ṁ+ =
Cprod(1− �L)Max(0; p− pV)

(�LU 2∞=2)t∞

(19)

In the published applications [3] Cdest = 1:0 and Cprod = 80 are often adopted. To compare the
IDCM with Merkle et al.’s model, we can rearrange Equation (10) following the format of
Equation (19) and show that the equivalent model parameters C ′

dest and C
′
prod are

C ′
dest =C

′
prod =

0:5�LU 2
∞

(�L − �V)(V netI; n )2
(20)

Using the solutions obtained at AoA=5◦ presented in Figures 4 and 6, we make the following
observations:

(1) With the decrease of cavitation number from no-cavitation to cloud cavitation, C ′
dest=Cdest

varies from O(10) to O(100), and C ′
prod=Cprod varies from O(1) to O(10), exhibiting

substantial variations in accordance with the cavitation regimes.
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(a)

(b)

Figure 9. Time-averaged velocities of two turbulence models, AoA=5◦. Exp. data are from
Reference [1]: (a) no-cavitation, �=2:02. (i) u velocity, (ii) v velocity; (b) inception, �=1:12.
(i) u velocity, (ii) v velocity; (c) sheet cavitation, �=0:92. (i) u velocity, (ii) v velocity; and

(d) cloud cavitation, �=0:55. (i) u velocity, (ii) v velocity.
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(c)

(d)

Figure 9. Continued.

Copyright ? 2005 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2005; 49:739–761



756 J. WU, G. WANG AND W. SHYY

(a)

(b)

Figure 10. Time-averaged velocities of two turbulence models, AoA=8◦. Exp. data are from Refer-
ence [1]: (a) no-cavitation, �=2:50. (i) u velocity, (ii) v velocity; (b) sheet cavitation, �=1:40. (i) u

velocity, (ii) v velocity; and (c) cloud cavitation, �=0:80. (i) u velocity, (ii) v velocity.
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(c)

Figure 10. Continued.

(2) For a given cavitating �ow regime, the variation of ratios C ′
dest=Cdest and C

′
prod=Cprod for

time-averaged results is not much along a constant volume fraction contour. Approxi-
mately, they can be considered as unchanged.

(3) The values of C ′
dest and C

′
prod experience temporal variations in each cavitation regime.

The ratio of C ′
dest max=C

′
dest min tends to be O(1)–O(10) at the same location inside

the cavity, with C ′
dest max denoting the value at maximum cavity size and C ′

dest min at
minimum cavity size. The investigation on the FBM results shows that the C ′

dest(C
′
prod)

has larger temporal �uctuation than the LSM between the maximum and minimum
cavity sizes.

Venkateswaran et al. [6] stated that the choice of Cdest and Cprod for steady computations is
not critical. However, the same apparently does not hold for time-dependent computations.

4.5. Turbulence models comparison

To assess the turbulence models’ performance, we compare the results of the LSM and FBM in
each same cavitation �ow regime. For no-cavitation, the LSM and FBM exhibit very agreeable
time-averaged solutions. As the cavitation number is reduced, the di�erence becomes more
noticeable. With cavitation, the FBM results give a larger wake, especially for sheet cavitation
(comparing Figures 4 and 5, left and right columns). Nevertheless, the performance of both
turbulence models is largely consistent.
The di�erence between the FBM and LSM can be illustrated more clearly by the time-

dependent results. As already discussed, for cloud cavitation, the cavity breakup phenomenon
is more pronounced using the FBM than using the LSM in the cavity time evolutions in
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Cavitation number

C
L

1 2 3

Cavitation number
1 2 3

0.2

0.4

0.6

0.8

1

Exp., AoA=8
LSM, AoA=8
FBM, AoA=8
Exp., AoA=5
LSM, AoA=5
FBM, AoA=5

sheet

cloud

inception

C
D

0

0.05

0.1

0.15
Exp., AoA=8
LSM, AoA=8
FBM, AoA=8
Exp., AoA=5
LSM, AoA=5
FBM, AoA=5

cloud

inception

sheet

Figure 11. Time-averaged lift and drag coe�cients comparisons. Exp. data are from Reference [1].

Figures 6 and 7. In Figure 12, we also compare the time-averaged eddy viscosity distributions
yielded by both turbulence models, with di�erent cavitation numbers at AoA=5◦. With both
turbulence models, we observe that the eddy viscosity decreases as the cavitation becomes
more pronounced and �uctuating in time. Furthermore, the eddy viscosity increases in the
recirculation region. It is also clear that the LSM yields consistently higher eddy viscosity,
resulting in reduced unsteadiness of the computed �ow �eld.

5. CONCLUSIONS

A �ltered Navier–Stokes model, originated from the standard k–� turbulence model, is
applied to turbulent cavitating �ows in time-dependent computations, coupled with a recently
developed IDCM. Based on the net transformation rate between phases, a new approximation
is adopted to evaluate the interfacial velocity. The numerical results qualitatively agree with
the experimental data. Based on the above results and discussion, we can reach the following
conclusions:

(1) The sizes of the time-averaged cavity by both turbulence models are of qualitatively
consistent trend compared to the experiment. The di�erence between LSM and FBM
seems small.

(2) Overall, without cavitation, the numerical results by both turbulence models agree well
with the experimental data. With cavitation the lift coe�cient is under-predicted and
drag coe�cient is over-predicted by both turbulence models, but the trends are reason-
ably captured in the sheet and cloud cavitation regimes.

(3) Both computations and experiment indicate that as the AoA increases, the cavity ex-
hibits more pronounced recurrence of the size variation.

(4) The TEM cavitation model details seem not critical for steady �ow computations;
however, they exhibit substantial variations for time-dependent computations.
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Figure 12. Time-averaged viscosity contours, AoA=5◦: (a) no-cavitation, �=2:02: LSM (left) and
FBM (right); (b) inception, �=1:12: LSM (left) and FBM (right); (c) sheet cavitation, �=0:92:

LSM (left) and FBM (right); and (d) cloud cavitation, �=0:55: LSM (left) and FBM (right).
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(5) With both turbulence models, we observe that the eddy viscosity decreases as the cav-
itation becomes more pronounced and �uctuating in time. The LSM yields consistently
higher eddy viscosity, resulting in reduced unsteadiness of the computed �ow �eld. The
FBM predicts stronger time dependency than the LSM due to reduced eddy viscosity
levels.

In summary, the interplay between cavitation and turbulence models reveals that substantial
di�erences in time-dependent �ow results even though the time-averaged characteristics are
similar. Such time-dependent e�ects have implication on impact on the solid structures.
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